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Abstract

This paper studies heterogeneous firm responses to a sudden trade-induced prof-

itability shock – the 2015 Swiss franc appreciation. Using firm-level investment data

and a novel measure of exposure, we document that this trade shock causes large

and persistent investment declines among affected firms. Examining heterogeneous

responses among firms with similar exposure, we find that differences in responsive-

ness are not explained by economic fundamentals but are strongly linked to firm

age and managerial experience. Younger firms and those led by less experienced

managers react substantially more strongly. We argue that these empirical pat-

terns are consistent with a model of Bayesian learning, in which firms update their

beliefs about profitability over time. The results provide important insights into

the long-lasting effects of trade shocks on business dynamism, capital investment,

and local employment.
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1 Introduction

Firms face constant changes to their profitability, with trade shocks being a prominent

example.1 Economic theory predicts that such shocks trigger the reallocation of produc-

tion factors toward more profitable firms – an essential mechanism for sustaining effi-

ciency in the economy (Hopenhayn and Rogerson, 1993; Foster, Haltiwanger and Krizan,

2001; Melitz, 2003). Yet recent empirical work documents a slowdown in these realloca-

tion dynamics, with potentially significant implications for aggregate productivity growth

(Decker et al., 2016).

One possible explanation for this observation is that the responsiveness of firms to such

shocks has declined. Consequently, recent research has turned to identifying macroeco-

nomic trends that may account for the reduced responsiveness. For example, Decker et al.

(2020) highlight the role of rising adjustment costs, while Biondi et al. (2025) argue that

increasing market power has contributed to the observed decline.

In this paper, we take a more microeconomic perspective and investigate what underlies

individual firms’ responsiveness to shocks. We exploit an exogenous and unanticipated

change in firms’ profitability to examine how firms adjust their investment behavior in

response. Our analysis focuses on identifying firm-level heterogeneity in these responses

and reveals a striking pattern: younger firms are significantly more responsive to the

same shock – reacting up to eight times more strongly than their older counterparts –

even when controlling for a vast set of firm-level fundamentals. Moreover, we document

that executives’ experience (in the same firm) reduces firms’ responsiveness to shocks,

especially in the case of young firms. We argue that these empirical patterns are consistent

with a model of Bayesian learning in the spirit of Jovanovic (1982) and Berman, Rebeyrol

and Vicard (2019) where firms update their beliefs about their profitability over time. In

such a setting, younger firms place greater weight on new information, leading them to

respond more intensely to shocks.

1Recent evidence even suggests that the dispersion of these shocks has risen over time (Decker et al.,
2020).
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Our identification strategy relies on a unique and plausibly exogenous exchange rate

shock that hit Switzerland in 2015. On January 15, the Swiss National Bank (SNB)

unexpectedly abandoned its minimum exchange rate policy of CHF 1.20 per Euro. This

surprise decision triggered a sharp nominal and real appreciation of the Swiss Franc,

immediately altering the competitive landscape for Swiss firms both domestically and

internationally (Arni et al., 2024). Using firm-level data on various types of investment,

this study is the first to examine firms’ investment responses to the shock, exploiting a

pre-shock measure of firm-level exposure to the trade shock for identification.2

To this end, we generate a composite measure of exposure to the trade shock that increases

in firms’ pre-shock export status and the pre-shock import competition these firms face

in domestic markets, while the measure decreases in firms’ pre-shock import intensity.

We validate that our measure captures the pre-determined change in the competitive

environment of firms by showing that firms with an exposure above the median see

a relative decline of their sales by almost 11% after the shock occurred, but are not

differentially affected prior to the shock.

We document that the average investment response to the trade shock is large and per-

sistent. The differential decline in cumulative firm-level investment in the three years

after the shock compared to the three years prior to the shock is 11% for firms whose

exposure to the trade shock is above the median exposure in the sample. The investment

response is particularly pronounced for construction investments amounting to 30% for

more exposed firms. Moreover, firms above the median exposure to the shock reduce

their employment by 6%. Finally, the probability to have exited the market by 2020 is

2.4 percentage points higher for firms with above-median exposure to the shock.

Turning to heterogeneity in firm responses, we find no systematic differences based on

commonly studied economic fundamentals such as financial constraints, productivity, size,

foreign ownership, or adjustment costs (proxied by capital irreversibility).

2While Binding and Dibiasi (2017) document how the uncertainty component of this shock led firms to
revise their investment expectations in early 2015, our study is the first to study realized investment
responses.
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However, the impact of the shock was substantially more pronounced among younger

firms – defined as those 10 years old or less in the year prior to the shock: These firms

reduce their investment by more than 50% in response to a shock exposure moving from

the 25th percentile to the 75th percentile, while the reduction in investment to such a

change in exposure amounts to only 6% for older firms. Young firms not only exhibited

significantly stronger investment responses but were also considerably more vulnerable

to failure and market exit in the years that followed.

Two main channels proposed in the literature to explain the differential investment be-

havior of young firms are financial constraints and adjustment costs (Durante, Ferrando

and Vermeulen, 2022; Cloyne et al., 2023; Krusell, Thurwachter and Weiss, 2024). How-

ever, our data suggest that these explanations are unlikely to account for our findings. An

alternative explanation is that younger firms may be more vulnerable to the shock due

to their comparatively limited market reputation. Yet, our analysis reveals no significant

difference in sales responses between young and mature firms.

Instead, we find evidence that a substantial part of the pronounced investment response

is driven by limited experience. Observable characteristics of firm executives play a

significant role: firms led by younger managers or by managers with shorter tenure at

the firm respond significantly more to the trade shock. Combined with the generally

stronger reaction of young firms, this pattern suggests that limited experience – whether

at the firm or managerial level – amplifies firms’ responsiveness to shocks. This evidence

is consistent with a model of Bayesian learning in the spirit of Jovanovic (1982) and

Berman, Rebeyrol and Vicard (2019). If firms learn about their market environment

over time, then early-life shocks may carry greater informational content and thus trigger

stronger responses.

Consistent with this explanation, we find that the pronounced responsiveness of young

firms is mitigated when the manager has more experience. Furthermore, among young

firms, the most productive ones are indeed less responsive to the shock, in line with

standard theoretical predictions. However, to react like an average older firm, a young
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firm must be above the 80th percentile in the productivity distribution of all firms–

highlighting that only exceptionally productive young firms behave similarly to their

older counterparts.

The finding that characteristics such as firm age and manager experience determine firms’

responsiveness to shocks has important aggregate implications. First, young firms play

a crucial role in job creation, especially in the long run. Despite their high failure rates,

these firms are responsible for the majority of new jobs, underscoring their importance

in driving employment growth over time (Haltiwanger, Jarmin and Miranda, 2013).

Second, the strong investment response of young firms offers valuable insights for the lit-

erature exploring the decline in business dynamism that has been evident since the 1980s

(Decker et al., 2016). While previous research has pointed to rising adjustment frictions

and market power as a potential cause, our study highlights that young firms are particu-

larly sensitive to shocks in their competitive environment. This heightened responsiveness

can lead to excess exit rates and reduced initial firm scale, which often persist throughout

the life cycle. Consequently, cohorts of firms exposed to adverse shocks in their formative

years may experience stunted growth, ultimately reducing their contribution to capital

formation and job creation in later years and making economic shocks more enduring.

Given that international trade exposure – and consequently, import competition – has

increased over recent decades, the pronounced sensitivity of young firms’ investments may

be an important factor in explaining the observed decline in business dynamism.

Finally, this heterogeneity in investment response among young firms may also help ex-

plain the prolonged impact of trade shocks on local labor markets (Autor, Dorn and

Hanson, 2013; Dix-Carneiro and Kovak, 2017). In line with previous work on this topic,

our evidence confirms that all firms experiencing negative exposure to the shock reduce

employment as it occurs. However, since young firms significantly curtail investment, this

also dampens future employment growth, which, over the long term, is typically driven

by these – at the time of the shock young – firms.

The importance of newborn firms and young firms for aggregate long-run outcomes has
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been studied in recent work by Adelino, Ma and Robinson (2017) and Sedláček and Sterk

(2017). Adelino, Ma and Robinson (2017) emphasize the role of negative demand shocks

induced by import competition for the entry of new firms and find that entry is reduced

substantially and, hence, future employment growth in a region. Interestingly, Adelino,

Ma and Robinson (2017) find that already established young and old firms have a compa-

rable employment response. Our findings align in showing no significant difference in the

employment response between young and mature firms. However, we observe that young

firms exhibit a markedly stronger investment response and a higher probability of exit in

the periods following exposure to the shock. This heightened vulnerability may result in

lower employment contributions from these firms in subsequent years. Sedláček and Sterk

(2017) develop a model in which changes in market conditions at the time of firm entry

lead to substantial and slow-moving fluctuations in employment, influencing the compo-

sition of firms within each birth cohort. While their focus is on employment fluctuations,

the heterogeneous investment responses we document suggest an additional mechanism

through which market shocks could shape the composition and future trajectory of young

firms, with significant implications for long-term employment growth.

Our results contribute to several distinct areas of research. Most directly, we add to

the literature investigating the investment behavior of young firms. Relying on balance

sheet data to proxy investment, several papers find evidence for heightened investment

sensitivity of young firms to monetary policy (Durante, Ferrando and Vermeulen, 2022;

Cloyne et al., 2023; Krusell, Thurwachter and Weiss, 2024). Frictional capital markets, in

particular, have long been considered a major obstacle for small and young firms (Petersen

and Rajan, 1994) with important consequences for their economic behavior, such as their

decisions regarding financing (Puri and Zarutskie, 2012; Robb and Robinson, 2014), labor

(Brown and Medoff, 2003; Michelacci and Quadrini, 2009; Ouimet and Zarutskie, 2014),

and business focus (Ewens, Nanda and Rhodes-Kropf, 2018). Our paper demonstrates

that young firms are also different in their investment response to changing economic

conditions.
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An important body of literature emphasizes the role of managers for corporate decision-

making and shaping various firm outcomes, particularly firm productivity (Bertrand and

Schoar, 2003; Bloom and Van Reenen, 2007) or financing decisions (Malmendier and

Tate, 2005; Malmendier, Tate and Yan, 2011). Much of this research focuses on man-

agement practices and examines whether and how these practices can be improved (see,

e.g., Gosnell, List and Metcalfe, 2020). In particular, Adhvaryu, Kala and Nyshadham

(2022) show that effective management practices can help firms cope with adverse shocks.

Sadun et al. (2025) provide evidence that management quality contributes to firm dy-

namism, demonstrating that well-managed firms face lower costs of plant entry and exit.

Malmendier, Tate and Yan (2011) show that CEOs’ Great Depression experience and

military service histories help to explain corporate financing decisions. We contribute

to this literature by highlighting the importance of observable manager characteristics –

particularly managerial experience in the same firm – in shaping how firms respond to

profitability shocks.

The paper is organized as follows. Section 2 describes the exchange rate shock. Section

3 presents the data. Section 4 discusses the empirical strategy and presents the effects of

the exchange rate shock. Section 5 concludes.

2 The CHF Exchange Rate Shock of 2015

In response to the European debt crisis, the Swiss franc—widely regarded as a safe-haven

currency—appreciated sharply, prompting the Swiss National Bank (SNB) to establish

an exchange rate floor against the euro on September 6, 2011. This policy aimed to shield

the Swiss economy from deflationary pressures and adverse impacts on competitiveness.

The SNB set a minimum exchange rate of 1.20 CHF per euro, committing to defend this

threshold with all tools available to the central bank. This floor remained in place for

more than three years until January 15, 2015 (Bonadio, Fischer and Sauré, 2020). The

following section examines the SNB’s removal of the exchange rate floor, an event we use
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to identify an unexpected exchange rate shock in our empirical analysis.

For three years following its initial announcement, the Swiss National Bank (SNB) ac-

tively defended the exchange rate floor of 1.20 CHF per euro. In the days and weeks

leading up to the removal of this floor, SNB officials continued to emphasize its impor-

tance, giving no indication of an impending change. Notably, articles in the influential

Swiss newspaper Neue Zürcher Zeitung reported that even the Swiss federal executive

council, the Bundesrat, was not informed in advance of the SNB’s decision to return to

a flexible exchange rate (Flückiger, 2015).
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Figure 1: EUR-CHF exchange rate, 2012 to 2017

Notes: Sources: Arni et al. (2024) based on data from SNB and Deloitte CFO Survey Switzerland
(www.deloitte.com/ch/cfosurvey). The EUR-CHF exchange rate is measured as the amount of
Swiss francs needed to purchase one euro.

The SNB cited two primary reasons for ending the floor policy. First, a divergence

in currency trends was emerging: the U.S. dollar was appreciating while the euro (and

consequently the Swiss franc) was weakening, a trend expected to continue due to further

monetary easing by the European Central Bank. Second, SNB President Thomas Jordan

indicated that Swiss businesses had used the period of exchange rate stability to adapt

to competitive pressures, suggesting the floor had served its intended temporary role.

Despite these justifications, the decision to abandon the exchange rate floor on January

15, 2015, came as a shock to markets and observers alike. Many had anticipated a gradual,
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well-signaled exit from the floor policy, particularly given ongoing low inflation in Switzer-

land and economic challenges in Europe. The unexpected timing and abrupt nature of

this decision led to significant market response, with the EUR/CHF rate plummeting

from 1.20 to 0.88 immediately after the announcement before stabilizing around 0.99 by

day’s end. This sharp appreciation of the Swiss franc, reaching an 11% gain against the

euro by the end of January, marks an exogenous shock with lasting consequences for the

competitiveness of Swiss firms (Bonadio, Fischer and Sauré, 2020).

Figure 1, adapted from Arni et al. (2024), illustrates the trends in the nominal EUR-CHF

exchange rate (solid blue line) and the monthly real EUR-CHF exchange rate (dashed

red line) over the period from 2012 to 2017. The graph reveals that the Swiss franc’s

appreciation following the removal of the minimum exchange rate was abrupt, substan-

tial, and sustained. CFOs’ expectations for the future EUR-CHF exchange rate (green

markers) also dropped sharply, indicating that a rapid return to pre-shock levels was not

anticipated.

The Swiss exchange rate shock is particularly well-suited as an event study for examining

Swiss firms’ responses to competitive changes that mimic a trade shock, as it significantly

alters firms’ terms of trade. First, the shock was unexpected, making it an exogenous

event. Second, it was large in scale. Third, the shock led to a real appreciation of the

Swiss franc, as shown by the red dashed line in Figure 1, altering the terms of trade

for Swiss firms in varied ways based on their import, export, and domestic competition

exposures (Arni et al., 2024). Evidence from Arni et al. (2024) indicates that Swiss

firms’ employment responses depended heavily on their roles as importers or exporters

and on the level of domestic competition they faced. Additionally, they document strong

downward wage rigidities which help explain the pronounced real effects of the exchange

rate shock.

Since the exchange rate shock in January 2015 was preceded by three years of a very stable

exchange rate, and the adjustment to the new regime was very rapid (Bonadio, Fischer

and Sauré, 2020), the three years before and after the shock offer an excellent window
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for analyzing differential behavior in two markedly different competitive environments.

3 Data

In this section, we describe the data used in this study, which combines multiple sources to

provide a comprehensive analysis. First, we utilize data from the KOF Investment Survey.

Second, we incorporate data from the KOF Innovation Survey. These datasets enable us

to capture various firm-level responses both before and after the trade shock. Lastly, we

leverage firm-level trade data from the Swiss Customs Administration to quantify firms’

exposure to the trade shock prior to its occurrence. We merge these datasets to construct

a firm-level panel with yearly observations.

3.1 The KOF Investment Survey

The KOF Swiss Economic Institute at ETH Zurich conducts business surveys in Switzer-

land. Our empirical analysis is based on data from their investment survey. Since 2012,

KOF has conducted the investment survey bi-annually among a large panel of private

firms. Prior to 2012, the surveys were conducted once a year. Currently, the panel

contains roughly 8,000 unique firms. The average response rate between 2012 and 2015

amounts to 34%. The firms in the sample cover all industries excluding agriculture and

account for 34% of total employment (FTE) in Switzerland within the respective sectors.

Respondents are mostly the CEOs or CFOs of the firms (see Abberger, Bannert and

Dibiasi, 2014 for a general assessment of respondents’ characteristics in KOF business

surveys). Appendix A describes the KOF investment survey in greater detail.

In our main analysis, we examine the differential investment responses of firms during two

distinct periods: the three years under the minimum exchange rate policy (2012–2014)

and the three years following its termination (2015–2017). These periods represent two

markedly different competitive environments for Swiss firms, as illustrated in Figure 1.

We observe various firm variables on a yearly frequency. Besides firms’ gross fixed capital
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formation, we also observe investment in construction and machinery and equipment,

separately. We also observe firms’ FTE employment. Another interesting feature of the

KOF Investment Survey is that firms are asked about their investment for several years.

For instance, in the survey in spring 2014, firms were asked for quantitative information

on investment activity in 2012, 2013 and 2014. Some of the investment data are hence

actual (i.e. realised) investment made in the past, and some of the data refer to planned

investment in the current year. This data structure offers two advantages. First, our

panel data set on realised investment is fairly balanced despite unit non-responses to

the individual surveys because a firm is asked to provide realised investment for the

same investment year in three different surveys. Second, we can reduce the measurement

error in the investment data for a particular year and firm by using the mean from

different surveys for that firm in case it participated in more than one of the surveys

that levy information on realised investment for that year. Based on the various waves

of the KOF investment survey, we construct a firm-level panel data set providing yearly

data on realised investment for the period 2012–2017. Dropping firms that are non-

profit organizations, the final data set covers 3,134 different firms with 15’294 firm-year

observations.3 While the KOF Investment Survey provides detailed investment data and

FTE employment, it only sporadically levies sales data. Because of this, we fill in sales

data as provided in the KOF Innovations Survey, a survey that is conducted on the same

panel as the KOF Investment Survey and use this information in case of missing values

in the KOF Investment Survey.

3This sample contains only those firms that are included in our difference-in-differences analysis and
consists of firms that invest at least once in the years prior to the shock and after the shock. In Appendix
B, we re-run our analysis using a larger panel that covers the period 2009–2019 with 7’998 different
firms and 43’213 firm-year observations. We also provide results for the sample that is not restricted to
the difference-in-differences sample in Columns (1) and (2) of Table 10. The results remain unchanged.
Since the SNB policy we exploit was introduced in September 2011 and abandoned in January 2015,
comparing outcomes between 2012–2014 and 2015–2017 allows us to examine a symmetric window
around the shock with a very stable exchange rate environment within the two periods.
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3.2 Trade Data

Our third data source is provided by the Swiss Customs Administration. This dataset

contains firm-level transaction records for the import and export of goods between 2012

and 2017. It includes detailed information on the value and quantity (measured in mass

or units) of traded goods. Since the dataset includes firms’ names, addresses, and, for

some years, tax identifiers, firms can be identified and matched to their unique Swiss firm

identifier (UID) following the methodology outlined by Egger and Erhardt (2016). The

UID enables us to link the trade data with the two KOF surveys.

3.3 Exposure

We end up with an unbalanced dataset comprising 3,134 firms and 15’294 firm-year

observations spanning 2012–2017. Detailed descriptive statistics are presented in Table

1. To analyze the impact of the exchange rate shock on firms, we construct a firm-

level variable that measures their exposure to the shock. This variable captures the

various channels through which the sudden appreciation of the Swiss Franc affected firms’

competitive environment. As demonstrated by Arni et al. (2024), Swiss firms experienced

the trade shock through its effects on both output and input markets.

The trade shock negatively impacted the domestic output market for all Swiss firms by

increasing import competition. For exporting firms, the shock further reduced their com-

petitiveness in international markets. Conversely, the shock lowered the cost of imported

inputs, improving input market conditions for firms that heavily rely on such imports.

Together, these three channels—the domestic output market, export markets, and in-

put markets—define the changes in firms’ market conditions following the exchange rate

shock.

To capture all these channels, we construct a composite exposure measure that integrates

all three channels of influence. By using pre-shock indicators of exposure to output and

input markets, we ensure that our measure is exogenous to the shock itself while still
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determining its impact on individual firms.

Our exposure measure is intended to capture the differential change in the competitive

environment for firms based on characteristics prior to the shock. This can be explicitly

tested in the data by analyzing how firms’ post-shock sales respond to the shock, depend-

ing on their pre-shock exposure. Additionally, we will test for pre-trends to confirm that

differential effects on firm-level outcomes only emerged after the shock occurred, ensuring

the validity of our approach.

The three channels that together constitute the composite measure used in the analysis

are measured by means of the following variables. To capture the exposure to export

markets, we use firms’ pre-shock export status:

Exporteri =


1 if 1

3

2014∑
j=2012

Exportsi,j > 100, 000 CHF

0 otherwise

(1)

In our main analysis, we set the threshold for exporting firms at an average export value

of 100,000 CHF prior to the shock to ensure that exports constitute a relevant share of

the firm’s sales. Since our data on firm-level sales is incomplete, we use this nominal

threshold instead of firms’ export share in overall sales. To demonstrate that our results

are insensitive to this choice, we present our main results using alternative definitions of

exporting status in Table 9 in the Appendix. Specifically, we use two alternative nominal

thresholds (0 CHF and 10,000 CHF) in Columns (2)–(3) and (6)–(7), as well as an

indicator based on firms’ survey responses to whether their exports constituted more than

2.5% of their sales (using pre-shock data). The survey-based indicator has the advantage

of being based on all types of trade, including services trade, which is not captured in

the data on goods exports and imports provided by the Swiss Customs Administration.

However, since the remaining trade-related variables can only be constructed based on

goods trade data, we use the export indicator based on goods trade in the main analysis

to ensure consistency.

To account for the fact that firms’ competitiveness is less affected by the exchange rate
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shock the more they rely on imported inputs, we measure the share of imports in firms’

total trade during the pre-shock years.4

Import Sharei =

2014∑
j=2012

Importsi,j

2014∑
j=2012

Importsi,j +
2014∑
j=2012

Exportsi,j

(2)

Import Sharei represents the proportion of firm i’s imports in its total trade (exports +

imports). This measure helps predict the expected impact of an exchange rate change

on the firm. If Import Sharei is close to one, the firm primarily relies on imports and is

therefore less negatively affected by an appreciation of the Swiss Franc.

Finally, we adopt the definition of import competition from Arni et al. (2024) to measure

firms’ vulnerability to increased foreign competition in their domestic markets at the 4-

digit sector level. Following their approach, import competition is defined as the value

of domestic sales of foreign origin competing with the output of a given sector relative

to total domestic employment in the respective sector. In order to define which products

compete with the output of different sectors, we rely on the product composition of each

sector’s output:

Import Competitions = log

 1
2014∑
j=2012

No Employeess,j

2014∑
j=2012

∑
p

θps,preImportsp,j

 , (3)

where θps,pre represents the share of Swiss export sales of product p originating from sector

s, calculated using pre-shock data (2012–2014). No Employeess,j is the total employment

in sector s in year j, sourced from the Swiss Structural Business Statistics (STATENT).5

Importsp,j denotes total Swiss imports of product category p in year j.

4Ideally, we would measure firms’ exports as a share of total sales and imported inputs as a share of
total input expenditure. However, due to data limitations, we do not observe domestic sales or input
expenditures.

5Compare https://www.bfs.admin.ch/bfs/en/home/services/geostat/swiss-federal-statistics-
geodata/business-employment/structural-business-statistics-statent-from-2011-onwards.html.
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Notes: This figure shows the density of our exposure measure defined in Equation 4. Higher values
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We combine the three measures defined above to create a composite measure of exposure

to the trade shock. In order to assign all three channels an approximately equal weight, we

normalize the continuous variables Import Sharei and Import Competitions and construct

the following exposure measure:

Exposurei =
(Exporteri − ˜Import Sharei + ˜Import Competitions)

3
(4)

where ˜ indicates that the variables have been standardized to zero mean and unit vari-

ance through the following transformation x̃i = xi−x̄
σx

. Figure 2 presents the exposure

measure. The measure has a mean of 0.095 and a median of 0.01.

In our analysis, we will mainly rely on the continuous exposure measure, but we will

additionally define a binary variable Exposedi that indicates if a firm’s exposure is larger

than the median exposure in the data. Equation 5 formally defines the variable.

Exposedi =

 0 Exposurei < p50

1 Exposurei ≥ p50
(5)
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where p50 represents the median of the variable Exposurei.

3.4 Further variables

Table 1 presents several pre-shock firm characteristics by degree of exposure. The first

panel reports the underlying dimensions of the exposure measure. In line with our defi-

nition, exposure is associated with a higher likelihood of exporting, a lower import share,

and greater import competition.

We present our main outcome variables in the second panel. On average, exposed firms

invest slightly more prior to the shock and are larger in terms of sales and employment.

An additional outcome of interest, constructed using information from Bureau van Dijk’s

ORBIS database on exit dates, is an indicator of the probability of the firm surviving

until 2020. On average, exposed firms are less likely to survive until 2020 by 2 pp.6

The third panel describes general firm characteristics. In 2014, the average firm is ap-

proximately 39 years old, with 16% of firms being 10 years old or younger. Firm age

varies little across exposure categories.

The KOF investment survey also provides firm-level information on financial constraints

and capital adjustment costs, elicited through two specific survey questions. The Autumn

questionnaire of the KOF investment survey—a biannual survey conducted each Spring

and Autumn—contains a question that asks firms which factors influence their investment

activity and in which direction the factor influences investment, i.e., positive or negative.

One of these factors includes financial resources and expected profit (see the subsequent

survey question). We use the responses to this question to approximate the extent to

which financial factors constrain firms’ investment activities.

We quantify financial constraints by assigning numerical values to each survey response,

ranging from −2 (“strongly positively affected”) to +2 (“strongly negatively affected”)

such that higher values correspond to more severe constraints, and compute firm-level

averages for the pre-shock (2012–2014) and post-shock (2015–2017) periods. Prior to the

6Note that we chose 2020 as a pre-COVID date, but the results generally hold when using other years.
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shock, the average reported constraint is -0.23 with no substantial difference between

exposed and non-exposed firms. We also construct a binary indicator that flags a firm as

heavily financially constrained if it reported being “strongly negatively affected” (i.e., a

response of 2) by financial factors.

Survey Question: Financial Constraints

Our investment activity will be positively/negatively influenced by the following fac-

tors:

++ + = - - - n.a.

Financial resources /expected profit

The KOF investment survey provides unique information on firms’ perceptions of capital

irreversibility. In Autumn 2014, just prior to the January 2015 exchange rate shock,

the survey started to include a survey question on the degree of irreversibility of capital

investments (see survey question below). Following Guiso and Parigi (1999), we construct

a binary indicator for capital irreversibility. The indicator equals one if a firm reported

that no market existed for its machinery or equipment used in producing its main products

or services, or if such a market existed but is very difficult to access, with potential for

very low selling prices. Based on this classification, 71% of firms reported irreversible

capital. We find no systematic differences in this measure between firms with high and

low exposure to the trade shock.

Survey Question: Captial Irreversibity

Bearing in mind the type of equipment or machinery used in producing your main

product or services, we would like to know whether a secondhand market exists where

it could be sold if needed.
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Yes, and it is relatively easy to find a buyer in a short time willing to pay

a reasonable price.

Yes, but it takes time to find a buyer, and selling prices are not very rewarding.

Yes, but it is very difficult to find a buyer, and selling prices can become very low.

No, there is no such market.

In order to construct a productivity measure, we use normalized labor productivity based

on the average of sales over employment in the pre-shock years.7 Firms exposed to the

shock are, on average, more productive, which is in line with exporting firms being

particularly affected.

We complement the firm-level information contained in the survey with data provided

by Bureau van Dijk’s ORBIS database, and see that about 27% of firms are owned by

a foreign entity, and nearly 20% have a foreign subsidiary. Firms exposed to the shock

are more likely to be multinational enterprises or subsidiaries of multinationals, as these

types of firms are also more likely to engage in exporting.

The fourth panel summarizes various measures of firm size prior to the shock. The fifth

panel documents industry composition. Non-exposed firms (Exposedi = 0) are predomi-

nantly active in the service sector (60%), whereas exposed firms are mostly concentrated

in manufacturing (63%). This illustrates that a large share of the variation in exposure

stems from variation across sectors, with manufacturing firms being particularly strongly

affected by increased import competition.

The final panel documents manager characteristics. Using information on firms’ execu-

tives from Bureau van Dijk’s ORBIS database, we collect data on managers’ age, gender,

management experience (within the firm and overall), and turnover within the manage-

ment board. For each firm, we compute the average over all executives active in the firm

in 2014. On average, managers are 53 years old, have 6 years of tenure at the current firm,

and 10 years of overall management experience. Management turnover is relatively low,

with a standard deviation of 0.16 in board composition changes in the last 10 years. Only

7Since sales data are sparse, we construct our productivity measure using information on both sales and
employment from the 2009–2014 period.

18



3% of management boards are all female. Only small differences are observed between

exposed and non-exposed firms in terms of manager characteristics.
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Averages

All Exposed
No. of firms Firms 0 1

E
x
p

os
u

re Exporter 3,134 0.34 0.07 0.59

˜Import Share 3,134 0.09 0.62 -0.42

˜Import Competition 3,134 0.10 -0.44 0.63

O
u

tc
om

es

Log Investment 3,134 12.90 12.78 13.02

Log Employment 3,307 3.98 3.92 4.04

Log Sales 1,557 16.70 16.50 16.89

Survive until 2020 4,444 0.92 0.93 0.91

T
ra

it
s

Young (≤ 10 years) 3,094 0.16 0.17 0.16

Financial constraints (-2 to 2) 2,404 -0.23 -0.23 -0.23

Capital Irreversibility 1,711 0.71 0.71 0.70

Productivity 2,383 0.03 -0.06 0.10

Has international subsidiary 2,949 0.20 0.12 0.29

Has international shareholder 2.949 0.27 0.21 0.33

F
ir

m
si

ze Small (<50 employees) 2,970 0.43 0.47 0.38

Medium (≥ 50 & < 250 ) 2,970 0.39 0.34 0.43

Large (>250) 2,970 0.18 0.19 0.18

In
d

u
st

ri
es Share Manufacturing 3,134 0.45 0.26 0.63

Share Construction 3,134 0.08 0.14 0.03

Share Service Sector 3,134 0.47 0.60 0.35

M
an

ag
er

s

Age* 2,503 53.41 53.72 53.12

Tenure in firm* 2,956 6.00 6.19 5.83

Overall management experience* 2,956 9.68 9.73 9.64

Management volatility 2,962 0.16 0.15 0.17

Female board 2,956 0.03 0.04 0.02

*Mean over all executives in firm

Table 1: Summary statistics of the main variables.

Notes: Averages of covariates refer to pre-shock years in the baseline difference-in-differences sample
(Table 3, Column (1)). Averages of the outcome variables refer to their respective difference-in-
differences sample (Table 3).



4 Empirical analysis

In our first analysis, we study the effects of the exchange rate shock on firm-level outcomes

by means of the following difference-in-differences (DiD) model:

∆ ln(yi) = α0 + α1 Exposurei + εi, (6)

where ∆ ln(yi) represents the difference of the average or cumulative firm-level outcome

y between the post-shock period (2015-2017) and the pre-shock period (2012-2014). The

coefficient α1 identifies the differential effect of the outcomes of interest after the shock

(first difference) as the exposure to the shock increases (second difference). In order to

take into account the lumpiness of investment, we consider the cumulative investment in

the three years prior to the shock and the cumulative investment in the three years after

the shock. For other firm-level variables, such as sales and employment, we will consider

the average in the pre- and post-period, respectively.

In order to examine how the impact of the shock varies over time and in order to test for

(the absence of) pre-trends, we accompany the analysis with an event-study of the form:

ln(yit) = β0 + θi + ηt +
∑

k=2012,...,2017
k 6=2014

βk Exposedi × 1(Tt = k) + εit. (7)

The event study model provides an estimate of the differential outcome for firms that

are exposed to the shock in any given year. The estimates correspond to the coefficients

β2012, ..., β2017. Because we normalize β2014 to zero, the treatment effects for each year are

estimated relative to 2014, the year before the shock. Firm-specific fixed effects account

for any time-invariant firm characteristics that are constant over time. Year-specific fixed

effects account for year-specific effects that are common to all firms.
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4.1 Validation of the exposure measure

Before assessing the shock’s impact on investment, we first examine how well our measure

of exposure – constructed from pre-shock variables – captures the impact of the exchange

rate shock on the competitive environment of firms. If our exposure measure is valid, we

expect it to have a stronger impact on the sales of more exposed firms relative to less

exposed ones after the shock occurred in 2015. Moreover, we would expect the measure to

not differentially impact sales in the years prior to the shock. This latter common-trend

assumption must also hold for our main outcome of interest.

We first test for the validity of our exposure measure by estimating our DiD specification

(Equation 6) and the event study counterpart (Equation 7) using sales as the dependent

variable. Columns (1) and (2) of Table 2 present the estimation results for the DiD

specification and the left panel in Figure 3 plots the year-specific coefficients. Note that

sales data are not available for the years 2013 and 2017.8 We find that our exposure mea-

sure clearly affects the sales of exposed firms: Firms categorized as exposed – i.e., those

with an exposure measure above the median – experience, on average, an 11% decrease

in sales relative to firms classified as not exposed (Column 1). A similar coefficient is

obtained on the continuous exposure variable (Column 2). Moving from an exposure at

the 25th percentile (-0.25) to the 75th percentile of exposure (0.58) decreases sales by

11% (-.133×(.58 +.25)). At the same time, sales of exposed and non-exposed firms are

not on a differential trend prior to the shock (Figure 3, left panel).

Our identification strategy also relies on the assumption of common trends in our main

variable of interest, (log) investment. To this end, we estimate the event study (Equation

7) also for our main outcome of interest, (log) investment. The estimated series of coeffi-

cients on the variable of interest, β1jk, and their 90% confidence intervals, are plotted in

the right panel of Figure 3.

8We use sales data from the KOF Innovation Survey, which collects sales data in even years. There-
fore, sales data are not available for the years 2013 and 2017. In 2015, the KOF Investment Survey
included an exceptional data collection effort, gathering sales information as part of a special survey
(Sonderumfrage).
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(1) (2) (3) (4) (5) (6)

∆ Sales (in logs)

Exposedi -0.113***
(0.037)

Exposurei -0.133***
(0.043)

Exporteri -0.111** -0.039
(0.045) (0.049)

˜Import Sharei 0.017 0.015
(0.019) (0.020)

˜Import Competitioni -0.090*** -0.079***
(0.026) (0.029)

Observations 1,557 1,557 1,557 1,557 1,557 1,557

Table 2: Effect of shock exposure on sales.

Notes: This table shows the effect of the trade shock on sales by exposure, estimated using Equa-
tion (6). Columns (1) and (2) report the coefficients for the variables Exposedi and Exposurei,
respectively. Columns (3) to (6) re-estimate Equation 6 using the subcomponents that enter the
exposure measure, as defined in Equation 4. Robust standard errors in parentheses. *** p<0.01,
** p<0.05, * p<0.1.

As for sales, we do not observe a significant effect of our exposure measure on investment

in the years leading up to 2015. This gives support to the validity of the central identifying

assumption that the groups of firms would have displayed a common trend in the outcome

absent the shock.9

Our exposure measure captures three channels – export markets, input markets, and the

domestic output market – through which the exchange rate shock changed firms’ market

conditions. These three factors enter our overall exposure measure equally. To understand

the individual importance of each channel in transmitting the exchange rate shock to the

competitive environment of firms, we re-estimate the effect of the exchange rate shock on

log sales using the three variables separately instead of the composite exposure measure.

9In Figure 3, we confine our analysis to the year 2012 to 2017. Figure 6 in Appendix B presents an event
study graph for the years 2009 to 2019. The results are very similar.
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Figure 3: Event study: Exposed firms’ (log) sales and (log) investment in the years
around the exchange rate shock in 2015 relative to non-exposed firms.

Notes: The figures show the differential effect of the exchange rate shock on log sales and log invest-
ment for exposed firms relative to non-exposed firms during the period 2012–2017. The underlying
regression is based on Equation (7). The coefficients in the plot correspond to β2012, ..., β2017. Un-
fortunately, we do not observe yearly sales data for 2013 and 2017. Therefore, no coefficients are
available for these two years.

Columns (3)-(6) of Table 2 present the corresponding results. We find that the subcom-

ponents influence the change in sales in the expected direction. Exporting firms, i.e. firms

that exported prior to 2014, experienced a decrease in sales of 11%. The import share

has the expected positive, although statistically insignificant, effect on sales. Finally,

facing higher import competition caused a stronger deterioration of a firm’s competitive

environment. Moving from an import competition exposure at the 25th percentile (-0.62)

to the 75th percentile (0.81) implies a decline in sales of 13%. In Column (6), we consider

all three channels jointly and find that among the three channels, import competition

appears to be the most important channel.

The relevance of import competition for our exposure measure carries important im-

plications: a large part of the variation we exploit in this paper stems from sector-level

variation. In fact, our results are robust to using import competition alone as the measure

of exposure, as we demonstrate in Table 8 and Figure 7 in the Appendix.

This also implies that we cannot absorb any sector-level trends in our analysis, as doing so

would eliminate important variation. A significant part of the variation exploited in this
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analysis even stems from the differential effect the shock has on firms in manufacturing

relative to firms in services and construction, as shown in Columns (4) and (8) of Table 9

in the Appendix. Note, however, that the various pre-trend analyses confirm the validity

of our measure even in the absence of controls for sector-level trends.

4.2 Firm-level responses to the exchange rate shock

Figure 3 illustrates a substantial negative effect of the shock on yearly firm-level invest-

ment. In Table 3, we present the estimates of the corresponding difference-in-difference

model specified in Equation 6. Panel A presents results using our continuous exposure

variable, while Panel B uses the binary variable.

In Column (1), we present the coefficients for the model that uses the difference in

the log of cumulative total investment in the years prior to the shock (2012-2014) and

the log of cumulative total investment in the years after the shock (2015-2017) as the

dependent variable. The negative coefficient in Panel A indicates that moving from the

25th percentile of exposure (-0.25) to the 75th percentile of exposure (0.58) implies a

reduction of cumulative investment by 13% in the three years after the exchange rate

shock (-.156×(.58 +.25)). The coefficient in Panel B implies that firms with an above-

median exposure to the shock reduce their cumulative investment in the three years after

the shock by 11% compared to the pre-shock years.

Our data allows us to explore in greater detail the effect of the exchange rate shock on

additional firm-level outcomes. In Columns (2) and (3), we separate total investment

into investment in equipment and machinery and construction investment. While we

find that both types of investment are reduced in response to the shock, the effect is

substantially more pronounced for construction investment, amounting to 30% as we

move from the 25th percentile of exposure to the 75th. Note that we do not observe

these separate investments for all firms. Hence, both effects are larger than the effect on

total investment.

Beyond the investment responses, we show that firms also reduce their employment by
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examining the differential effect of the shock on exposed firms with respect to their

average number of full-time employees. We find a reduction in employment by around

4% for firms at the 75th percentile of exposure compared to firms at the 25th percentile

(-0.05 × (.58 +.25)).10 Finally, we use Bureau van Dijk’s ORBIS database to construct

an indicator for firm survival until 2020 and find a negative impact of the shock on their

survival. Firms with shock exposure above the median are 2.4% less likely to survive

until 2020 compared to an average survival probability of 93% for non-exposed firms.

(1) (2) (3) (4) (5)

∆ Total investment ∆ Investment ∆ Investment ∆ Employment Survive until 2020
in equipment in construction

(in logs) (in logs) (in logs) (in logs) (Dummy)

Panel A

Exposurei -0.156*** -0.186*** -0.364*** -0.052*** -0.027***
(0.052) (0.052) (0.097) (0.018) (0.007)

Panel B

Exposedi -0.111* -0.135** -0.300*** -0.065*** -0.024***
(0.057) (0.057) (0.107) (0.021) (0.008)

Observations 3,134 2,691 1,528 3,307 4,444

Table 3: Effects of the exchange rate shock on firm-level outcomes.

Notes: This table shows the effect of the trade shock on investment, employment, and firm survival
by exposure, estimated using Equation (6). The coefficients indicate the difference between the pre-
shock period (2012–2014) and the post-shock period (2015–2017). Column (1) refers to cumulative
total investment. Column (2) refers to cumulative investment in equipment and machinery, and
Column (3) refers to cumulative construction investment. Column (4) refers to average full-time
equivalent employment. Column (5) refers to firm survival until 2020, measured as an indicator
that takes the value one if a firm is still active in 2020. Robust standard errors in parentheses. ***
p<0.01, ** p<0.05, * p<0.1.

We use cumulative investment over three years as our main outcome variable due to the

lumpy nature of investment. The difference-in-differences sample is therefore composed

10This is consistent with the evidence by Arni et al. (2024) who examine the same shock and work with
a linked employer-employee sample to understand the effect of the trade shock on various worker-level
outcomes.
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of firms that report non-zero investment in at least one year both prior to and after

the shock. We present a series of robustness exercises in Table 10 in the Appendix.

In Columns (1) and (2), we present results from panel specifications with year-specific

log(investment) on the left-hand side, without restricting the sample to firms that are

investing both pre- and post-shock. In Column (1), we introduce an indicator for the years

after the shock (Post), while in Column (2) we allow for year-specific coefficients. Column

(3) uses the same specification as Column (2), but is limited to the firms included in the

difference-in-differences sample. All results are strongly aligned with the main regression

(Table 3). Columns (4) and (5) use two variables to measure the extensive investment

margin. In Column (4), we code only zero reported investment as zero investment. In

Column (5), we also code firms with missing investment information (item non-response)

as non-investing. Both columns indicate that there is little variation on the extensive

investment margin.

4.3 Response heterogeneity

So far, we have shown that pre-shock exposure to the trade shock is associated with

reduced firm investment after 2015. We now turn to response heterogeneity: Do firms

with similar levels of exposure react differently to the shock depending on their char-

acteristics? Understanding this variation in responses can shed light on the underlying

economic mechanisms and enhance our understanding of the shock’s aggregate effects.

A growing body of literature highlights that young firms may be differently affected by

aggregate shocks (Sedláček and Sterk, 2017; Adelino, Ma and Robinson, 2017). Recently,

Krusell, Thurwachter and Weiss (2024) have shown that, based on a machine learning

algorithm, firm age is the strongest predictor of differences in investment elasticities

following a monetary policy shock. Motivated by this, we analyze response heterogeneity

by examining young and old firms, where young firms are defined as those that are 10

years old or younger in the year preceding the shock.

The results in Column (1) of Table 4 show that young firms’ investment is significantly
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more sensitive to the shock. On average, the interaction of our exposure variable with

the young firm indicator reveals that a young firm moving from the 25th to the 75th

percentile in exposure reduces cumulative investment over three years by more than 50%.

In contrast, older firms with the same level of exposure experience only a 6% decline.

This suggests that young firms’ negative investment response is more than eight times

greater than that of older firms.

Firm age correlates with other factors that could explain this stronger responsiveness of

young firms. As emphasized by Haltiwanger, Jarmin and Miranda (2013), it is important

to distinguish between young and small firms in analyses of this nature. To address this,

we examine response heterogeneity with respect to firm size in Column (2) of Table 4.

Firms are classified as small if they employed fewer than 50 people prior to 2015. We

find no significant response heterogeneity based on size, contrasting with the pronounced

effects observed for young firms. This highlights that firm age, rather than size, drives

the observed response. Similarly, when size is measured using pre-shock employment

as a continuous variable (results not shown), we find no evidence of size-based response

heterogeneity.

One might also be concerned that the stronger investment response of young firms is

driven by their higher likelihood of facing financial constraints. A large body of liter-

ature explores the impact that limited access to finance has on young firms (Petersen

and Rajan, 1994), in particular, with respect to their investment behaviour (Durante,

Ferrando and Vermeulen, 2022; Cloyne et al., 2023). To assess this possibility, Column

(3) examines whether financially constrained firms prior to the shock – identified based

on survey responses – exhibit a stronger reaction to the shock. The results show no

significant difference in investment responses between financially constrained and uncon-

strained firms, suggesting that financial constraints do not account for the heightened

sensitivity of young firms.

Since our measure of firm age is based on the entry date recorded in the Swiss business

registry, some firms may appear young simply because a Swiss subsidiary of an (older)
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foreign multinational was recently established. One might also expect that firms with

foreign ownership are more responsive to the shock, since the foreign parent company

could reallocate investment away from Switzerland. To address this, we use ownership

information from the Bureau van Dijk’s ORBIS database to test for response heterogene-

ity with respect to foreign ownership. The results in Column (4) reveal no evidence of

response heterogeneity related to foreign ownership. We also examine whether firms with

subsidiaries abroad prior to 2015 exhibit differential investment responses, as such firms

may find it easier to shift production – and thus capital and investment – abroad. Again,

we find no statistically significant heterogeneity in the investment response based on the

presence of foreign subsidiaries.

Productivity may also be correlated with firm age and potentially explain the heightened

investment sensitivity of young firms. To test this, we examine whether productivity

moderates the investment response, using firms’ average productivity prior to the shock

(measured as sales per worker). Column (6) shows that while more productive firms tend

to reduce investment less after the shock, the interaction between productivity and shock

exposure is not statistically significant. This suggests that prior productivity differences

do not account for the stronger investment response observed among young firms.

Finally, we investigate whether the degree of capital irreversibility influences the invest-

ment response to the shock. The irreversibility measure reflects the difficulty of reversing

past capital decisions and may determine how capital could be reallocated after a trade

shock (Lanteri, Medina and Tan, 2023). Krusell, Thurwachter and Weiss (2024) argue

that a combination of convex and fixed adjustment costs may explain why young firms’

investment is more sensitive to monetary policy shocks. Since capital irreversibility af-

fects the (opportunity) cost of investment, we would expect investment sensitivity to be

impacted by capital irreversibility if this mechanism underlies the differential behavior of

young firms. Capital irreversibility may also be correlated with firm age, as younger firms

could face higher resale costs due to less established networks. The results in Column (7)

indicate that firms with higher capital irreversibility reduce investment more strongly in
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response to the shock, consistent with the real options framework and findings in Dibiasi

et al. (2018): when capital is difficult to reallocate, firms become more cautious and de-

lay investment under uncertainty. However, the interaction between capital irreversibility

and shock exposure is not statistically significant, suggesting that irreversibility does not

meaningfully alter the sensitivity of investment to the trade shock along the measure

of shock exposure. Thus, the degree of capital irreversibility also does not explain the

heightened investment responsiveness of young firms.

Finally, Columns (8) to (10) include all interaction terms simultaneously. Since coverage

varies across variables, we use various subsets of variables to be sure that our results

are not driven by the change in sample composition. The effect of young firm remains

strong and statistically significant, while none of the other variables generates important

investment heterogeneity along the shock exposure measure.

The stronger investment response among young firms documented above is robust to

alternative definitions of “young”. To illustrate this, we re-estimate the model using

several thresholds for the binary variable Youngi. Specifically, we begin by classifying

as young those firms that are two years old or younger in 2014, and then incrementally

expand the definition to include firms up to 30 years of age prior to the shock. Figure

4 plots the estimated coefficients on the interaction term Exposurei × Youngi for each

specification, where the coefficient for year 10 corresponds to our baseline definition of

young firms presented in Column (1) of Table 4. The results confirm that the heightened

investment sensitivity among younger firms persists across a wide range of age cutoffs.

The figure shows that the negative effect on investment among young firms is not sensitive

to the specific definition of “young”. Notably, the lower the threshold used to define

“young”, the stronger the observed negative effect. This monotonic pattern reinforces the

conclusion that the documented response heterogeneity is indeed related to firm age and

not to some other unobserved characteristic that accidentally may be more pronounced

among firms aged 10 years or younger in our sample. Additionally, the figure indicates

that defining “young” as firms 10 years old or younger is a reasonable choice and is not
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∆ Total investment (in logs)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Exposurei -0.070 -0.151** -0.145** -0.137** -0.139** -0.149** -0.202* -0.094 -0.110 -0.225*
(0.053) (0.063) (0.057) (0.064) (0.060) (0.059) (0.111) (0.091) (0.102) (0.136)

Exposurei × Youngi -0.535*** -0.461** -0.529** -0.494*
(0.185) (0.211) (0.257) (0.287)

Exposurei × Smalli 0.059 0.124 0.103 0.116
(0.116) (0.136) (0.149) (0.160)

Exposurei × Financial constraints (pre)i 0.057 0.072 0.055 0.008
(0.062) (0.062) (0.072) (0.068)

Exposurei × Had international shareholderi 0.056 0.004 -0.070 -0.108
(0.111) (0.121) (0.130) (0.149)

Exposurei × Was international subsidiaryi 0.072 -0.072 -0.055 0.008
(0.127) (0.137) (0.152) (0.176)

Exposurei × Productivity (Pre)i 0.098 0.073 0.018
(0.063) (0.074) (0.083)

Exposurei × Capital Irreversibility (Pre)i 0.140 0.226
(0.133) (0.148)

Youngi -0.002 -0.006 -0.028 0.064
(0.092) (0.111) (0.134) (0.159)

Smalli 0.038 0.002 0.015 0.003
(0.059) (0.074) (0.081) (0.092)

Financial constraints (pre)i -0.001 0.004 0.017 -0.017
(0.034) (0.035) (0.038) (0.041)

Had international shareholderi -0.023 -0.021 -0.059 -0.102
(0.066) (0.076) (0.082) (0.099)

Was international subsidiaryi -0.014 0.039 0.025 0.078
(0.079) (0.089) (0.097) (0.116)

Productivity (Pre)i 0.081** 0.142*** 0.109**
(0.033) (0.039) (0.043)

Capital Irreversibility (Pre)i -0.156** -0.181**
(0.077) (0.085)

Observations 3,094 2,969 2,302 2,949 2,949 2,383 1,711 2,173 1,817 1,321

Table 4: Response heterogeneity across various firm-level fundamentals.

Notes: This table shows the heterogeneity in total investment responses across various firm-level
fundamentals. Specifically, we re-estimate Equation (6) and interact the variable Exposurei with
different firm-level fundamentals. Robust standard errors in parentheses. *** p<0.01, ** p<0.05,
* p<0.1.

an outlier within the distribution. Finally, the results show that as the definition of

“young” expands to include firms 18 years old or older, the difference between “young”

and established firms diminishes and eventually converges to zero.

4.4 The role of young firms: Further outcomes and potential

channels

The previous section demonstrated that young firms’ investment is particularly sensitive

to the trade shock. This strong negative relationship between the investment response

and pre-shock exposure is evident across the entire range of the exposure variable, as

illustrated in the binscatter plot in the first panel of Figure 5, where the slope for young
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Figure 4: Coefficient on the interaction Exposurei × Youngi for varying definitions of
young firms.

Notes: This figure plots the estimated coefficients on the interaction term Exposurei × Y oungi for
alternative definitions of “young.” The underlying specification is estimated according to Equa-
tion (6) for cumulative total investment (in logs), including the interaction Exposurei × Y oungi.
Values on the x-axis indicate the maximum firm age used to define Y oungi. For example, a value of
2 means that firms aged 2 years or younger are classified as young. The specification is re-estimated
separately for each definition of young.

firms is notably steeper than that for older firms. This implies that not only very neg-

atively treated young firms react strongly to the shock, but also very positively treated

young firms tend to have a substantially stronger (positive) response to the shock. In

comparison, the slope for older firms is substantially flatter across the entire range of

exposure.

One potential explanation for this pronounced difference between young and old firms

may lie in the impact of the shock on young firms’ sales compared to those of older

firms. For example, in a scenario where an established buyer base is less sensitive to price

changes or where firm reputation plays a critical role, young firms might experience a

larger decline in sales when their competitive environment shifts. However, as shown in

the second panel of Figure 5, the sensitivity of sales to exposure is remarkably similar

between young and old firms. This observation is formally confirmed by the estimation

results presented in Column (1) of Table 11 in Appendix B. These results indicate that

the stronger investment response among young firms is not driven by a stronger impact
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of shock exposure on the output environment of firms – their sales –, but that young

firms respond differently to a demand shock of comparable magnitude.

Another important dimension to consider is whether young firms also adjust their employ-

ment more strongly than older firms. Employment – a relatively flexible input compared

to capital – might be expected to also exhibit a different responsiveness for young and old

firms. However, our findings indicate no significant difference in employment responses

between young and old firms. This is evident from Panel 3 of Figure 5 and Column (3) of

Table 11 in Appendix B. This lack of differential employment response aligns with exist-

ing literature. For instance, Adelino, Ma and Robinson (2017) find that the employment

elasticity to shocks does not differ significantly between young and old firms. Similarly,

our results show comparable employment elasticities across these groups.
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Figure 5: Differential responses in investment, sales and employment by varying degree
of exposure for young and old firms.

Since we observe pronounced differences in investment behavior, but not in sales or

33



employment responses, the relevant explanatory factors may be tied to characteristics

specific to investment and capital adjustment. We therefore re-examine the role of fi-

nancial constraints and capital adjustment frictions – particularly the degree of capital

irreversibility – as potential drivers of this disparity. So far, we have shown that nei-

ther pre-shock financial constraints nor the pre-shock degree of capital irreversibility is

associated with a stronger investment sensitivity. In the next step, we assess whether

young firms become more financially constrained or face greater capital irreversibility

following the shock. Looking at the level of reported financial constraints, Column (1)

of Table 5 shows no significant change for young firms after the shock relative to older,

equally exposed firms. However, as Column (2) indicates, young firms are significantly

more likely to report that their investment activity was “strongly negatively affected”

by financial factors in the aftermath of the shock. Moving from the 25th to the 75th

percentile in exposure increases the probability that a young firm reports being “strongly

negatively affected” by financial factors by 5 percentage points while there is no effect

for older firms. Compared to the pre-shock average—prior to the shock 5% of young

firms reported being “strongly negatively affected” by financial factors (3.7% of estab-

lished firms)—this represents a notable increase. Nevertheless, only a very small share

of firms report being heavily financially constrained (less than 4% in total), and – as

shown in Column (1) – we do not find an effect on the average reported level of financial

constraints. Moreover, excluding firms that report being heavily financially constrained

after the shock does not alter the result that young firms’ investment is substantially

more sensitive to the shock.11 Hence, while young firms are more likely to be strongly

negatively affected by financial constraints after the shock, this channel is unlikely to

fully explain the pronounced investment sensitivity observed among young firms.

Column (3) of Table 5 shows that, conditional on exposure, young firms are significantly

more likely to report that they face high capital irreversibility following the shock. Moving

11Clearly, this regression suffers from conditioning on an outcome and should be interpreted with caution.
However, together with the small number of firms reporting being heavily financially constrained and
the muted effect on the average reported level of financial constraints, we take this as evidence that
this channel alone cannot explain the results.
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from the 25th to the 75th percentile in exposure increases the probability that a young firm

reports facing higher capital irreversibility constraints by 11 percentage points. Compared

to the pre-shock average—prior to the shock 71.6% of young firms reported facing high

capital irreversibility (71.5% of established firms)—this corresponds to a 15% increase.

This finding suggests that the unexpected shift in the competitive environment not only

affects investment behavior directly but also alters firms’ ability to adjust capital ex post.

The magnitude of the effect is about 1.5 times larger than the estimates in Dibiasi (2025),

who find that the Covid-19 shock increased reported irreversibility by 7 percentage points,

on average. One possible explanation for the increase in capital irreversibility among

young firms is that – owing to their limited networks, shorter track records, and lower

market visibility – they face greater difficulties in reselling or repurposing capital assets

when overall investment activity declines. This heightened capital irreversibility could,

in turn, further dampen investment among young firms.

Columns (4) and (5) of Table 5 show that the heightened investment sensitivity of young

firms is not driven by a specific type of investment. Both equipment and machinery

investment as well as construction investment decline more sharply among exposed young

firms relative to their older counterparts. Finally, we examine firm survival (Column 6).

The likelihood of survival among young, shock-exposed firms is significantly lower. While

the baseline survival rate through 2020 is approximately 93% for older firms, it averages

only 88% for young firms. Column (6) indicates that moving from the 25th to the 75th

percentile of exposure reduces the probability of survival by roughly 1 percentage point

for older firms, but by more than 8 percentage points for young firms, underscoring their

heightened vulnerability to the shock.

To summarize, young firms are not disproportionately affected by declines in sales rela-

tive to more established firms, nor do they display systematically different (immediate)

employment elasticities. However, we document a pronounced and statistically signifi-

cant difference in young firms’ investments and their survival probability. While we do

not find evidence that pre-shock financial constraints or capital irreversibility explain the
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(1) (2) (3) (4) (5) (6)
∆ Financial ∆ Heavily financially ∆ Capital ∆ Investment ∆ Investment Survive
constraints constrained irreversibility in equipment in construction until 2020

(Level) (Dummy) (Dummy) (in logs) (in logs) (Dummy)

Exposurei -0.045 -0.002 -0.018 -0.129** -0.261*** -0.013*
(0.047) (0.010) (0.024) (0.055) (0.098) (0.007)

Youngi 0.120* 0.001 0.012 -0.060 0.154 -0.040***
(0.066) (0.014) (0.028) (0.091) (0.177) (0.011)

Exposurei × Youngi 0.055 0.060** 0.132** -0.345** -0.660* -0.089***
(0.131) (0.030) (0.054) (0.171) (0.366) (0.023)

Observations 1,993 1,993 1,855 2,655 1,506 4,444

Table 5: Further outcomes by exposure to the shock and young age.

Notes: This table reports the regression results of Equation (6) including the interaction term
Exposurei × Y oungi for alternative outcome variables. Column (1) refers to the reported average
level of financial constraints. Column (2) refers to a dummy variable indicating whether a firm
reports being heavily financially constrained. Column (3) refers to the firm’s reported capital
irreversibility. Columns (4) and (5) refer to cumulative investment in machinery and equipment,
and cumulative construction investment, respectively. Column (6) refers to firm survival until 2020.
Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.

stronger investment response of young firms, we do find that, after the shock, young firms

are more likely to become heavily financially constrained and to face stronger capital irre-

versibility. Hence, these factors contribute to the sharp post-shock decline in investment

among young firms. However, since they do not differ ex ante between young and old

firms, they cannot constitute the channel that explains the initial differential response.

Instead, they act as reinforcing factors and are themselves likely to be influenced by the

underlying channel.

As we find little evidence of ex ante differences in firm fundamentals that could explain

the results, we next examine whether managerial characteristics help account for the

heterogeneous investment responses observed across young and old firms following the

exchange rate shock. Managerial traits are known to play an important role in corporate

decision-making. For instance, Malmendier, Tate and Yan (2011) show that CEOs’ Great

Depression experiences and military service histories help explain corporate financing

decisions. In our data, we observe several manager characteristics – such as age, gender,
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and managerial experience both within the same firm and in other firms – that may shed

light on the channel driving the differential behavior of young versus old firms.

The results are presented in Table 6. Column (1) explores the role of managerial age. We

would not necessarily expect a monotonic effect of age, but rather a potentially differen-

tial response for rather young and rather old managers relative to managers around the

mean age (which is around 53 in our data). We find that firms led by younger managers

(at least one manager aged 40 or below) reduce investment more strongly in response to

the shock. In contrast, the interaction term for older managers (managers above 60) is

also negative but smaller in magnitude and not statistically significant. This suggests

that it is managerial youth, rather than age per se, that plays a central role in shaping

firms’ responses. The significant effect of managerial youth may point to experience as

a potential underlying mechanism. Column (2) therefore explicitly examines the role

of managerial tenure. To isolate the effect of experience within the current firm, this

specification controls for both firm age and overall managerial experience, the latter also

capturing previous management roles in other firms. In addition, we control for man-

agement turnover to ensure that the estimated effect reflects tenure in the current firm

rather than changes in the composition of the management team (which would mechan-

ically lower the average experience of managers). The results confirm that firm-specific

managerial experience matters: the interaction term Exposurei×Tenure in managementi

is not only positive and statistically significant but also economically meaningful. Each

additional year of management tenure reduces the negative investment response to the

shock by roughly 10%.

Column (3) shows that firms with exclusively female management respond substantially

more strongly to the shock. The interaction term Exposurei × Female Managementi

is negative and statistically significant, indicating that the gender composition of the

management team is associated with an almost tenfold higher response to the shock.

This result is consistent with findings in the literature documenting that women tend to

exhibit greater risk aversion (see, e.g., Croson and Gneezy (2009)). To further interpret
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this result, we draw on an ad hoc survey question included in the Spring 2017 round of

the KOF Investment Survey. In a one-off module, Dibiasi, Mikosch and Sarferaz (2025)

asked a sub-sample of firms in our analysis to assess their corporate culture with respect

to risk-taking: “Is your company generally prepared to take entrepreneurial risks, or

does it try to avoid such risks where possible?” Responses were recorded on a scale

from 1 to 10, where 1 indicates “not at all prepared to take risks” and 10 indicates

“very willing to take risks”. We observe responses from 569 firms and correlate these

with managerial characteristics. The average reported willingness to take risks is 5.15.

However, firms with female managers rate their risk-taking culture 16.3% lower on average

(a difference of 0.84 points).12 This is in line with Khan and Vieito (2013), who find that

firm risk—measured as the standard deviation of logarithmic returns—is lower when the

CEO is a woman. By contrast, we find no statistically significant differences in perceived

risk culture based on the CEO’s age or tenure in management. These findings suggest

that differential risk attitudes among managers may help explain response heterogeneity.

However, since we cannot observe risk attitudes directly, we cannot assess whether this

difference varies substantially between young and old firms. However, because only very

few boards are composed exclusively of women, gender composition alone cannot explain

the strong investment response of young versus old firms. Using the share of female

managers instead of an indicator for female boards does not change the results.

Column (4) includes all managerial characteristics simultaneously. The magnitudes and

significance levels of the interaction terms remain broadly consistent with the earlier

specifications. Thus, while we do not find ex ante differences in firm fundamentals to

explain heterogeneous responses to the exchange rate shock, we do find that firm age and

managerial characteristics are important determinants of how firms adjust to the shock.

Can this combined evidence shed light on potential mechanisms underlying response

heterogeneity? The stronger reactions of firms with relatively young managers and with

managers who have limited tenure in the same firm may reflect characteristics typical of

12The full results are presented in Table 12 in Appendix B.
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(1) (2) (3) (4)

∆ Total investment ∆ Total investment ∆ Total investment ∆ Total investment
(in logs) (in logs) (in logs) (in logs)

Exposurei -0.054 -0.308*** -0.099* -0.199*
(0.064) (0.098) (0.052) (0.107)

Exposurei × Young manageri -0.451** -0.408**
(0.208) (0.208)

Exposurei × Old manageri -0.188 -0.221
(0.151) (0.151)

Exposurei × Tenure in managementi 0.031** 0.027**
(0.013) (0.014)

Exposurei × Female managementi -0.867** -0.846**
(0.384) (0.399)

Young manageri (≤ 40) -0.074 -0.072
(0.107) (0.107)

Old manageri (> 60) -0.218** -0.222**
(0.086) (0.090)

Tenure in managementi 0.011 0.016
(0.010) (0.011)

Female managementi -0.018 -0.041
(0.173) (0.235)

Observations 2,503 2,956 2,956 2,503

Controls Yes Yes

Table 6: Response heterogeneity across various observable manager characteristics.

Notes: This table reports the regression results of Equation (6), including the interaction of
Exposurei with alternative managerial characteristics. The dependent variable is cumulative total
investment (in logs). “Young manager” equals one if at least one manager is aged 40 or below.
“Old manager” equals one if managers are on average aged 60 or above. Tenure in management
measures the number of years a manager has held a managerial position within the same firm.
“Female management” equals one if the firm is managed by female managers. Robust standard
errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Control variables, where indicated, include
firm age, overall managerial experience, and management turnover.

young firms more generally: compared with older, established firms, employees in young

firms – both executives and non-executives – inevitably have less experience with the

firm’s market environment. If firms, or rather the people within them, only gradually

learn about the true potential of their market, then negative demand shocks at an early

stage may induce an excessively pessimistic assessment of the overall market environment.

Consequently, such shocks trigger disproportionately strong negative responses, as the

new information carries greater weight in shaping beliefs compared with older firms that

have already observed a longer history of events. This mechanism is consistent with

models of Bayesian learning such as Jovanovic (1982) and Berman, Rebeyrol and Vicard
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(2019): if firms learn about their market environment over time, early-life shocks have

greater informational content and thus elicit stronger reactions. The same framework

also aligns with the observation that firms exposed to a comparatively positive shock (at

the far left tail of the exposure distribution) exhibit a markedly more positive investment

response (see Figure 5).

To assess whether these managerial characteristics are related to the mechanisms un-

derlying the strong response of young firms, we examine their interaction with firm age

in Table 7. While the strong responses of firms with young managers and with female

managers remain present in this specification, we do not find these characteristics to have

stronger effects among young firms (see Columns (1) and (3)). Column (2) focuses on

managerial tenure within the firm, which we interpret as a measure of experience with the

firm’s market. Here, we do find evidence that higher tenure is associated with a mitigation

of the strong negative investment response among young firms. The estimated coefficients

suggest that roughly eight years of managerial experience within a firm are sufficient to

offset the negative investment response typically observed in young firms. This finding

points to experience – and thus a learning channel – as a plausible explanation for the

heightened sensitivity of young firms.

In a final exercise, we include the two major firm-level determinants of investment empha-

sized in the literature—financial constraints and productivity—and interact them with

firm age. While we find no discernible interaction with financial constraints, we do find

that the most productive young firms are better able to mitigate the impact of the shock.

However, only young firms above the 80th percentile of the productivity distribution

exhibit a response comparable to that of the average established firm.
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∆ Total investment (in logs)

(1) (2) (3) (4) (5)

Exposurei 0.006 -0.172* -0.046 -0.091 -0.088
(0.066) (0.095) (0.054) (0.059) (0.058)

Exposurei × Young firmi -0.490** -0.897** -0.434** -0.427** -0.428*
(0.229) (0.395) (0.182) (0.201) (0.235)

Exposurei × Young manageri -0.437*
(0.223)

Exposurei × Old manageri -0.239
(0.159)

Exposurei × Tenure in managementi 0.018
(0.013)

Exposurei × Female managementi -0.637*
(0.346)

Exposurei × Financial constraints (pre) 0.085
(0.059)

Exposurei × Labor productivity (pre) 0.032
(0.064)

Exposurei × Young firmi × Young manageri -0.127
(0.587)

Exposurei × Young firmi × Old manageri 0.335
(0.530)

Exposurei × Young firmi × Tenure in managementi 0.119*
(0.070)

Exposurei × Young firmi × Female managementi -1.062
(1.009)

Exposurei × Young firmi × Financial constraints (pre) -0.222
(0.222)

Exposurei × Young firmi × Labor productivity (pre) 0.676***
(0.245)

Young manageri -0.071
(0.117)

Old manageri -0.230**
(0.090)

Tenure in managementi 0.012
(0.010)

Female managementi -0.002
(0.195)

Financial constraints (pre) -0.002
(0.034)

Labor productivity (pre) 0.098***
(0.034)

Young firmi × Young manageri 0.043
(0.284)

Young firmi × Old manageri 0.147
(0.332)

Young firmi × Tenure in managementi 0.038
(0.036)

Young firmi × Female managementi -0.214
(0.418)

Young firmi × Financial constraints (pre) -0.030
(0.118)

Young firmi × Labor productivity (pre) -0.160
(0.119)

Young firmi -0.070 -0.107 0.007 0.012 -0.141
(0.131) (0.189) (0.099) (0.103) (0.117)

Observations 2,503 2,956 2,956 2,274 2,366

Controls Yes

Table 7: Response heterogeneity across important firm-level characteristics for old and
young firms.

Notes: This table reports the regression results of Equation (6) augmented by an interaction of
Exposurei with firm and managerial characteristics and Y oungfirmi. The dependent variable is
cumulative total investment (in logs). “Young manager” equals one if at least one manager is aged
40 or below. “Old manager” equals one if managers are on average aged 60 or above. Tenure in
management measures the number of years a manager has held a managerial position within the
same firm. “Female management” equals one if the firm is managed by female managers. Robust
standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Control variables, where indicated,
include firm age, overall managerial experience, and management turnover.
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5 Conclusion

This paper studies heterogeneous firm responses to the 2015 Swiss Franc appreciation. We

show that the exchange rate shock had a significant and persistent impact on investment,

particularly among firms more exposed to changes in their competitive environment.

Young firms exhibited the strongest reactions, cutting investment much more sharply

than older firms.

While differences in firm fundamentals do not explain the heightened responsiveness of

young firms, we find that managerial characteristics play an important role. In particu-

lar, executives’ experience within the same firm mitigates firms’ responses to the shock,

especially for young firms. We argue that these empirical patterns are consistent with a

Bayesian learning framework in the spirit of Jovanovic (1982) and Berman, Rebeyrol and

Vicard (2019), in which firms update their beliefs about profitability over time. Overall,

the findings carry important aggregate implications and may help explain the decline in

business dynamism observed over recent decades.

References

Abberger, Klaus, Matthias Bannert, and Andreas Dibiasi. 2014. “Metaumfrage

im Dienstleistungssektor.” KOF Analysen, 8(2): 51–62.

Adelino, Manuel, Song Ma, and David Robinson. 2017. “Firm Age, Investment

Opportunities, and Job Creation.” The Journal of Finance, 72(3): 999–1038.

Adhvaryu, Achyuta, Namrata Kala, and Anant Nyshadham. 2022. “Management

and Shocks to Worker Productivity.” Journal of Political Economy, 130(1): 1–47.

Arni, Patrick, Peter H. Egger, Katharina Erhardt, Matthias Gubler, and
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A Further information on KOF Investment Survey

The KOF Investment Survey is a business survey conducted in Switzerland by the KOF

Swiss Economic Institute at ETH Zurich. Until 2011, the survey was administered annu-

ally in the autumn. Since 2012, it has been conducted biannually, once in the spring and

once in the autumn. In the spring wave, KOF sends invitations to firms at the end of

February and accepts responses until early May. In the autumn wave, firms are invited

in mid-October and can respond until the end of the year. The survey targets a large

panel of private and semi-private Swiss firms. The current panel comprises slightly more

than 8,000 unique firms. It is a disproportionately stratified random sample with respect

to firm size, drawn from the national census of enterprises. The sample covers all sectors

except agriculture (NACE 10 to 96) and, within each sector, includes firms from three

different size classes, with complete coverage of large firms. The thresholds for these size

classes—based on full-time equivalent (FTE) employment—are determined by an “opti-

mal stratification” procedure that accounts for the size distribution of firms within each

industry (Cochrane, 1977). Overall, the sample accounts for 34% of total employment

(measured in FTEs) in Switzerland across the covered sectors. In terms of industry com-

position, 34% of firms in the sample belong to the manufacturing sector (NACE 10–33),

2% to energy, water supply, and waste management (NACE 35–38), 9% to construction

(NACE 41–43), and 55% to the service sector (NACE 45–96). Regarding firm size, 10%

of the sample consists of large firms (more than 250 FTEs), 27% are medium-sized firms

(50 to 249 FTEs), and 63% are small firms with fewer than 50 employees. The average

response rate between 2009 and 2019 was 35%, with individual survey waves ranging

between 33% and 39%.
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B Further results and robustness tests
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Figure 6: Event study: Exposed firms’ (log) sales and (log) investment in the years
around the exchange rate shock in 2015 relative to non-exposed firms.

Note: The figures show the differential effect of the exchange rate shock on log sales and log
investment between exposed and non-exposed firms. Figure 3 in the main text depicts the event
study for the years 2012 to 2017. For robustness, this figure shows the same event study graph for
the years 2009 to 2019. In these graphs, the sample is not limited to the set of firms in the main
difference-in-differences sample. The underlying regression is based on equation (7). The coeffcients
in the plot correspond to β2009, ..., β2019.
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Figure 7: Event study with standardized import competition as exposure measure.
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(1) (2) (3) (4) (5) (6)

∆ Total investment (in logs)

Exposedi -0.111*
(0.057)

Exposurei -0.156***
(0.052)

Exporteri -0.057 0.062
(0.057) (0.070)

˜Import Sharei 0.018 0.021
(0.030) (0.030)

˜Import Competitioni -0.115*** -0.130***
(0.030) (0.037)

Observations 3,134 3,134 3,134 3,134 3,134 3,134

Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.

Table 8: Effects of various exposure measures on investment.

(1) (2) (3) (4) (5) (6) (7) (8)

∆ Sales (in logs) ∆ Total investment (in logs)

Exposurei (Exporter according to survey) -0.115*** -0.190***
(0.043) (0.055)

Exposurei (Export threshold 0 CHF) -0.159*** -0.182***
(0.047) (0.059)

Exposurei (Export threshold 10,000 CHF) -0.144*** -0.153***
(0.044) (0.054)

Manufacturing -0.081** -0.228***
(0.038) (0.058)

Observations 1,524 1,557 1,557 1,557 3,028 3,134 3,134 3,134

Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.

Table 9: Alternative exposure definitions.
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(1) (2) (3) (4) (5)

Total investment Total investment Total investment Invest Invest
(in logs) (in logs) (in logs) (0/1) (0/1)

alt.

Panel A

Postt × Exposurei -0.142*** -0.001 -0.015
(0.038) (0.007) (0.009)

1(Tt = 2012) × Exposurei -0.053 -0.014
(0.058) (0.063)

1(Tt = 2013) × Exposurei -0.026 0.000
(0.056) (0.062)

1(Tt = 2015) × Exposurei -0.173*** -0.136**
(0.060) (0.060)

1(Tt = 2016) × Exposurei -0.134** -0.159**
(0.060) (0.064)

1(Tt = 2017) × Exposurei -0.184*** -0.127*
(0.069) (0.075)

Panel B

Postt × Exposedi -0.137*** 0.006 -0.011
(0.041) (0.008) (0.010)

1(Tt = 2012) × Exposedi -0.051 -0.010
(0.055) (0.059)

1(Tt = 2013) × Exposedi -0.048 -0.026
(0.051) (0.056)

1(Tt = 2015) × Exposedi -0.189*** -0.153***
(0.054) (0.054)

1(Tt = 2016) × Exposedi -0.160*** -0.167***
(0.058) (0.061)

1(Tt = 2017) × Exposedi -0.174*** -0.140**
(0.063) (0.068)

Observations 19,780 19,780 15,294 26,508 30,918

Year fixed effects yes yes yes yes yes
Firm fixed effects yes yes yes yes yes
Sample All All Diff-in-Diff All All

Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.

Table 10: Robustness: Effects of the exchange rate shock on firm-level investment.
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(1) (2) (3)

∆ Sales ∆ Total investment ∆ Employment
(in logs) (in logs) (in logs)

Exposurei -0.129*** -0.070 -0.034**
(0.047) (0.053) (0.017)

Youngi 0.076** -0.002 0.044
(0.036) (0.092) (0.034)

Exposurei × Youngi -0.010 -0.535*** -0.061
(0.084) (0.185) (0.068)

Observations 1,547 3,094 3,255

Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.

Table 11: Heterogeneous effects across various outcomes.

(1) (2) (3) (4)

Corporate Risk Culture

Female managementi -0.838* -1.187*
(0.485) (0.643)

Young manageri -0.013 0.000
(0.338) (0.339)

Old manageri 0.307 0.238
(0.335) (0.338)

Tenure in managementi 0.013 0.020
(0.024) (0.027)

Constant 5.240*** 5.154*** 5.122*** 5.114***
(0.125) (0.143) (0.182) (0.225)

Observations 569 491 569 491

Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.

Table 12: Corporate risk culture.
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